
°º °º
2

0 º
2 º

Angle (radians)

°2

°1

0

1

Pr
ed

ic
tio

n

a.

Laplace
Spiky-smooth

°º °º
2

0 º
2 º

Angle (radians)

°2

°1

0

1

Pr
ed

ic
tio

n

b.

ReLU
Spiky-smooth
Signal network

0 100 101 102 103

Epochs

0.0

0.2

0.4

0.6

0.8

1.0

RM
SE

c.
ReLU
Spiky-smooth

°º °º
2

0 º
2

º

Angle (radians)

°2

°1

0

1

Pr
ed

ic
tio

n

a.

Spiky-smooth
Signal network

°º °º
2

0 º
2

º

Angle (radians)

°1.0

°0.5

0.0

0.5

b.

°2 °1 0 1 2

°0.4
°0.2

0.0
0.2
0.4

a.

∞ = 0.2
∞ = 0.1
∞ = 0.05

°3 °2 °1 0 1 2 3
°1.0

°0.5

0.0

0.5

1.0
b.

0 25 50 75 100 125 150 175

Index

0.00
0.02
0.04
0.06
0.08
0.10

C
oe

ffi
ci

en
tv

al
ue c.

∞ = 0.2
∞ = 0.07
∞ = 0.04
∞ = 0.02

°0.1 0.0 0.1

0.9

1.0

1.1 {Ω

{

∞

Laplace
Spiky-smooth

Mind the spikes: Benign overfitting of kernels 
and neural networks in fixed dimension
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Stochastics and Applications

Can interpolating models generalize well?

• Traditional view: For good generalization, do not overfit.

• Some neural networks trained to interpolation still 

generalize well. Why?

• In high-dimensional limits, benign overfitting understood for 

linear and kernel models

• In fixed/low dimension,

    narrative so far:

    Overfitting kernels

    inconsistent

   Large bandwidth: 

interpolating noise 
accumulates errors

Small bandwidth: 
Too small between 
training points

Theorem (Buchholz): Let k be kernel with RKHS equivalent to Sobolev 
space ￼ , ￼ . Then under label noise and mild distrib. 
assump.,w.h.p. the min-norm interpol. ￼  in the RKHS is inconsistent.

Hs s ∈ (d/2,3d/4]
̂gD

We show: Benign overfitting is possible with kernels and 
neural networks in fixed dimension!

Kernel 
regression

Neural network 
regression

Training process of 
neural networks

Simply train to overfit, no need for early 
stopping or explicit regularization:

Generalized inconsistency results

Assume ￼  in the RKHS fulfills:

(O) Overfitting: Exists ￼ 

Trainerror(￼ )￼  for all training sets D.

(N) norm-bounded: Exists ￼

̂fD

cfit ∈ (0,1] :
̂fD ≤ (1 − cfit) σ2

C > 0 : ∥ ̂fD∥Hs ≤ C∥ ̂gD∥Hs

Not only over bounded, open 
subsets of ￼  but also over ￼ℝd 𝕊d

￼  for all xVar(y |x) ≥ σ2

Corollary: Inconsistency of 
overfitting (deep) ReLU 

NNGPs and NTKs
(Chen and Xu, 2021)
(Bietti and Bach, 2021)

ReLU NTK RKHS 
equivalent to ￼ .H

d + 1
2 (𝕊d)

In high dimension 
(Bartlett et al. 2021): 

Conclusion
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How to achieve benign overfitting in arbitrary dimension

“min-norm interpol. = smooth + spiky’’

“generalizes well”

“interpolates noise in training data with low volume spikes”

Break assumption (N) by introducing sharper spikes.

Spiky-smooth kernel: kρ,γ = k̃ + ρ ⋅ kγ

“quasi-regularization”

“spike bandwidth”

Theorem: Given atom-free distribution and Sobolev target function, 
choose ￼  fast enough, ￼  as for kernel ridge regression, then 
min-norm interpol. of ￼  achieves optimal convergence rate.

γ → 0 ρ → 0
kρ,γ

Neural networks: Add tiny fluctuations to activation function!

Additive component is 
approx. small, shifted, 

high-freq. sin

Or may explode for 
￼  |x | → ∞

Add high-freq. components 
in Hermite series

ωNNGP(x; γ) := 2 ⋅ sin ( 2/γ ⋅ x + π/4) = sin ( 2/γ ⋅ x) + cos ( 2/γ ⋅ x),

ωNTK(x; γ) := γ ⋅ sin ( 2/γ ⋅ x + π/4) = γ/2 (sin ( 2/γ ⋅ x) + cos ( 2/γ ⋅ x)) .

• Harmful overfitting is a generic phenomenon in fixed dimension,

• But can be fixed with spiky-smooth estimators and activation functions

Bonus: Disentangle signal 
from spike component

Future work: How can we design activation functions for complex 
architectures and datasets?

Simon et al (2022): “Every dot-product kernel on ￼  ￼  is the NNGP 
kernel/NTK of a 2-layer network with an appropriate activation function.”

𝕊d ∀d ∈ ℕ

fspsm(x; θ) = fReLU(x; θ) + (fωNTK
(x; θ) − bL)σspsm(x) = ReLU(x) + ωNTK(x)￼s >

d
2

Activation function Neural network decomposition

(Rakhlin and Zhai, 2019)

(Buchholz, 2022)

* denotes equal contribution.


